
Perception of Synthetic Voices in Human-Agent Interaction
Sarah Warchhold
Daniel Duran

sarah.warchhold@germanistik.uni-freiburg.de
daniel.duran@germanistik.uni-freiburg.de

Deutsches Seminar – Germanistische Linguistik
Albert-Ludwigs-Universität

Freiburg, Germany

ABSTRACT
We present a preliminary study on auditory categorization of syn-
thetic voices by naïve human listeners. Different re-synthesized
speech stimuli are rated in a perception test. These include linguis-
tic variations which are not commonly employed in spoken dialog
systems. The results of the conducted experiments are important
for further research and development on human-agent interaction
which aims to offer a more natural verbal interaction.
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1 INTRODUCTION
Speech-based human-agent interaction made huge progress by
imitating human verbal interaction. One goal in the development of
spoken dialog systems (or interactive voice response systems) is to
provide a means of interaction which is as natural as possible. Thus
the (explicit or implicit) model for verbal human-agent interaction
is verbal interaction between humans using natural language.

Recent research on human language has shown, how individ-
ual differences in psychological (personality related) or cognitive
features (related to mental processing capabilities) affect the per-
ception, processing and production of speech. Speech and language
sciences also increasingly focus on the factors which influence
human-human verbal interaction with respect to dynamics, vari-
ability or situation-dependent accommodation. Additionally, hu-
man communication is affected by various non-linguistic factors.
For example, studies have shown that speech perception in noisy
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conditions increases cognitive load and that cognitive load in turn
affects production and perception. Also, it has been shown that
irrelevant background noise impairs memory access, or that lexical
neighborhood density affects word recognition in certain subjects
[5, 11, 19, 28, 32, 40]. Speech signal processing still has unsolved
technical problems in everyday situations like background noises,
reverberation, crosstalk and other irrelevant sound sources. The
verbal interaction itself is of particular relevance, as the develop-
ment of spoken dialog systems aims for a more and more natural
way of speaking.

The artificial generation of human-like speech has a long history
[6, 7, 10, 15, 20, 24, 35] (see [18] for a review). It was assumed for a
long time that listeners female voices are not suitable for synthesis
[13]. Since human listeners perceive gender from acoustic cues
in a voice, they automatically attribute gender to the owner of a
voice. Even robots are subject to gender stereotyping [17, 38]. Early
concepts of intelligent agents already envisaged spoken natural
language as one importantmodality in human-computer interaction
[14, 36]. A recent review on the state of the art in research on
spoken dialog systems showed that most of the reviewed studies
explored “usability” or “concepts and theories from research in
human communication” [4]. The authors identify the development
of theories on spoken human-agent interaction as one important
research challenge.

Technology, especially in speech synthesis, increasingly achieves
human-like performance. Hence, phenomena like the uncanny val-
ley effect [23] may become an issue in human-agent interaction. If
an agent uses human-like language with a human-like voice, the
listener will attribute human-like cognitive abilities to the owner
of that voice [21, 22]. Speech does not only convey a linguistic
message encoding some propositional information. It does also
convey sociolinguistic information about the social and regional
background of the speaker, their attitudes, etc, as well as personal
information about the identity of the speaker [16]. Listeners ex-
pect this dense stream of information, when they hear a human
voice. Also, human listeners perceive personality traits (like social
attractiveness, competence or trustworthiness), social status and
background from the speech of their interlocutors [1, 29, 30]. The
perception of speaker traits affects the behavior of listeners [27].

Humans accommodate to the ways of speaking of other humans
by becoming more similar in their speech. This kind of accom-
modation reduces perceived distances and improves mutual un-
derstanding [12]. A speaker may, however, also chose to diverge
linguistically from their interlocutor in order to increase the so-
cial distance between them. The interaction between multilingual
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speakers or speakers of different dialects or accents is subject to
complex processes of convergence and divergence. Although hu-
mans accommodate in interaction with artificial agents as well,
acoustic differences between human-directed and device-directed
speech were found [2, 3, 8, 26, 31]. These (potentially opposing)
aspects need to be adressed critically.

Trustworthiness is one of those features that listeners attribute
to the owner of a voice which is particularly important in the con-
text of spoken language human-agent interaction. Apart from an
agent’s actual behavior, trust is affected by the voice of an agent,
for example, its pitch or temporal organization [9, 34]. It has been
shown that physical (visual) attractiveness of an embodied intelli-
gent agent affects users’ trust in the system [39]. Findings like these
in conjunction with findings from work on vocal attractiveness
suggest that the perceived characteristics of an agent’s voice are
important factors in verbal human-agent interaction.

Speech synthesis in systems like Alexa or Siri produce stan-
dard, i.e. non-dialectal, non-accented speech. However, most people
around the world use several, situation-specific non-standard vari-
eties in everyday communication. Furthermore, most of the world’s
population is bilingual with code-switching (i.e. the switching from
one language to another within or across utterances) being an inte-
gral part or their everyday communication [37]. Only recently (in
comparison to its long history) are regional or dialectal varieties
considered in speech synthesis [e.g. 25, 33]. Hence, it is important to
take non-standard synthetic speech in artificial agents into account.

In our ongoing research project we focus on the human side of
speech-based human-agent interaction, taking psychological, cog-
nitive and social factors into account. Our main research question
in this study adresses the interaction between the perceived gender
of the agent (artificial speaker) and the quality of synthetic speech.
Additional questions are for example if there is an interaction be-
tween the linguistic distance between the agent and the human
listener (user) and how user expectations towards an agent affect
the perception of more natural (i.e. more colloquial, accented or
dialectal) synthetic speech. As we earlier discussed, humans have
several expectations from voices. Refering to those expectations,
we hypothesize that linguistic variation. cause irritations. Probably
those irritations will show up in prolonged reaction times (indicat-
ing higher cognitive load) or even in significantly different assigned
categorizations. We present work in progress where these issues
are addressed from a psycholinguistic perspective.

2 EXPERIMENTS
2.1 Participants and Material
German native speakers between 20 and 35 have been recruited as
participants in a perception study. All participants can be regarded
as naïve listeners as they are not trained in human-agent interaction,
dialog systems or speech synthesis. Due to the present ubiquity of
spoken dialog systems, it is hard to find participants without any
experience with synthetic voices. We assess the amount of prior
experience with spoken dialog systems with a questionnaire, filled
out by the participants after the perception tests.

The speech stimuli which have been prepared for the perception
tests were based on samples from natural speech recordings of

human speakers. Applying re-synthesis, the samples have been ma-
nipulated and degraded in order to simulate properties of synthetic
speech, such as spectral discontinuities, unnatural pitch contours,
unnatural rhythmic patterns, wrong or missing para-linguistic sig-
nals like pauses, breathing noises etc. Speech from three model
speakers was recorded: one adult female speaker, one adult male
speaker, and one child speaker. All speech samples are short utter-
ances between two and seven seconds long. All utterances for the
first experiment were produced in Standard German. The speech
stimuli were prepared with five levels of artificiality: from natural
(i.e. the original recordings) to most artificial (i.e. the highest degree
of manipulation). The combination of the three model speakers
and the different manipulations results in different sets of speech
stimuli, which we refer to as different agents – although they are
just voices, in this preliminary study.

2.2 Method and Evaluation
A series of two consecutive experiments was conducted. In a first
perception test, participants are presented with stimuli from all
three speakers in randomized order. Speech samples are presented
only auditorily without any visual cues of the identity of the agent.
The task is to listen to each sample and rate their naturalness on a
seven-point Likert scale (from 1=“natural human voice” to 7=“defi-
nitely synthetic computer voice”). Ratings as well as the reaction
times (i.e. the time required to make a decision) are recorded.

In a second test, participants are presented with stimuli which
are prepared in the same way, except for one additional variable:
the speech samples are produced in either Standard German, a non-
standard dialect of German or with a foreign accent. The latter two
conditions contradict the participants’ expectations, since synthetic
speech is commonly realized in Standard German. The same rating
procedure is applied, as in the first experiment.

We evaluate the listener rating on how natural the voice appears
by fitting mixed-effects regression models with the ratings as de-
pendent variable and reaction time, the speaker type (female, male,
child), the linguistic variety, experience with Synthetic voices and
the various acoustic manipulation parameters as fixed effects.

Note that the experiments were still running as of writing this
paper. Thus, we cannot report on the results, yet.

3 CONCLUSION AND OUTLOOK
There is still a need to develop a theory of spoken human-agent
interaction in contrast to – or along with – human speech com-
munication and interaction. The results of the study are important
for further research and development on human-agent interaction
regardless of the outcome. Possible implications of the results offer
a more natural verbal interaction. Furthermore, they contribute to
the investigation of more superior research questions such as if a
more natural and spontaneous speech improves human-machine
interaction or if there is a limit from which a higher naturalness
of the synthetic language no longer improves or even worsens the
interaction.
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